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SECTION 5. SUMMARY AND CONCLUSIONS SDMA-EXP-93-001

SOMA base stations to coexist with other users in the same frequency band, an important
issue in the current pes proceedings before the FCC where incumbent microwave users are
concerned about interference from PCS operations.

The quantitative results contained herein demonstrate the ability of ArrayComm's SDMA
technology to substantially improve the quality and capacity of wireless communication
systems in general. In addition, the video tape included with this filing cleadY'$Jlows the
ability to perform all the necessary signal processing functions in real-ti~~:.rih.~tandard
hardware available today. It is also important to note that while the inn?t9Yaw-ents were
demonstrated using the AMPS analog format and mobile phones, SOMA:d~ not depend
upon the modulation format and does not require modification to t~~::::1p9~iie units. In
particular, SOMA will work equally well with digital transmissio~::~yst~s such as IS-54,
GSM, OCS-1800, and IS-95 and can operate with fixed as well:a]t~Qblle wireless units.
A particularly important application of this flexibility is in wir~i~~s l~~~ loop (or wireless
access) systems.:::::":::::::::::::::' .t:::::::·

Future experimentation is expected to include longer r~g¢tt_!i1fi'g and in-building pene
tration studies, along with inclusion of more sophisticate4.::i:F~:··and channel management
software. However, the tests conducted to date demo~~~:::~heefficacy of SOMA technol
ogy. System development for particular applications4i:::.~#pededto commence shortly.

There are obviously numerous applications fo!y:aq;Y:Gomm's SOMA technology as evi
denced by the substantial interest expressed by nlst ~jor companies domestic and. foreign
that have been exposed to the technology. T4,t~Plidtions include:

:;;:,u (analog and digital)'Q""

• air-to-ground, :}ll::;::~:::::~:::tt:.

• paging, .::::::::;i::t::.:.;;..::::::t:::::

• wireless access to the 19.&aJ.\l.oOP, and

• satellite communicat1'~~::t::

among others. With::;;-:~:::::~:t::iri.~:::ingdemand for spectrum, SOMA's exploitation of the spatial
domain to increase s~~:' t:;:-efficiency provides system designers with new flexibility to design
more cost effectivEi-:~ess communication systems with new services for the consumer.

.(,ttt'l
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APPENDIX A. SUMMARY OF SOMA VIDEO PRESENTATION

A. Summary of SDMA Video Presentation

SOMA·EXP·93·001

A video tape has been prepared (AC-SOMA-001 / 31 July 1993) and submitted along
with this report. The 3D-minute presentation includes: .

:::. ;~::.:"-;'.,

1. a description of the experimental apparatus and the experiments t()·b,~~6nducted,

4. a demonstration of SOMA's spatial demultiplexing abili~i~~~th multiple cochannel
.... -: •...".:. ,."::.-users, ..:::::;:::::::.:.:\:(::(::..

..:.: "::.:.; .

5. a demonstration of SDMA's spatial mUltiPlexing/'Jt~~transmission abilities to
multiple cochannel mobile users, and :)::::::}}::::::::::;::\;::

6. further demonstrations of the directional n~U::.;m·::~OMA's spatial multiplexer trans-
missions. if: ··:T\

Detailed explanations of each of theex~:'provided. In addition to visualizing
the experimental apparatus and proced~tJri~lved, the ability to substantially increase
signal quality and capacity is aurally eviW::::in the sound track.

The experiments conducted by ArrayC8iull and documented in the video presentation
are unique. Full-duplex communicati8~::.petween multiple mobile units and a single base
station on the same frequency at t4~::§_e::timehave not been documented elsewhere. While
the ability to establish bi-directi9P.~\¢.9~hannelcommunication links with mobile units may
be counterintuitive to most, iti:S::~9;t:·assuredly possible as is demonstrated in the 30-minute
video presentation.::::\>::;::

:::~~t:~tt::::: ::::::::'

The information G9dta;~::::in the video tape provided herewith is the property of Array
Comm and may not'. di$ftibuted to anyone without the express written consent of Array-
Comm, Inc. "::::::\::,::t:,/7
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B. Summary of Initial SDMA Experiments

Initial experimentation involving ArrayComm's patented and proprietary SOMA tech
nology has been successfully completed. During the course of these low-power tests, the
ability to provide substantial signal quality and capacity improvement through array signal
processing has been demonstrated.

In the first series of tests, a highly attenuated (20 dB) cellular phone was set to its lowest
power setting (8 dBm) and tuned to 825.24 MHz. An average signal quality improvement
(SDMA processing gain) of slightly more than 9 dB was achieved with the 8-antenna ex
perimental system, consistent with the minimum theoretical improvement of 9.03 dB. This
quality improvement more than doubled the effective range of the SDMA system over that
of conventional systems in suburban and rural RF environments. In ground level occluded
experiments (where the propagation loss exponent exceeded 8), the range improvement was
correspondingly decreased, however the SDMA processing gain was unchanged.

To demonstrate capacity improvement, three (3) standard cellular phones were all tuned
to the same frequency (825.24 MHz) and set to their lowest power level. The SOMA base
station transponded the necessary SAT tone to keep the phones active. Users were given
phones and were sent in to the active area of the cell. While in motion, they were successfully
tracked in real-time, and three (3) simultaneous conversations were carried out without
crosstalk to three (3) independent users stationed at the base station (no attempt to connect
to the PSTN was made). This clearly demonstrated the ability of the SDMA prototype to
triple the capacity of a single cell.

The ability of SDMA technology to mitigate the PCS coexistence problem with incumbent
microwave users was also demonstrated. Using spatially selective transmission from SOMA's
spatial multiplexers, the ability to ensure that current users of the band (e.g., 1.8 GHz) would
not be interfered with by SDMA base station transmissions was demonstrated. Coupled with
SDMA's directional reception characteristics, handset powers can be substantially lowered,
thus lowering the interference levels to the microwave users from the portable units as well.
Thus, without altering handsets, SDMA technology demonstrably reduces the potential for
interference to incumbent users from both base stations and handsets.

The initial experimentation was performed using ArrayComm's SDMA-l prototype
AMPS system. While the improvements were demonstrated using the AMPS analog for
mat, SDMA does not depend on the particular modulation format. In particular, SDMA
functions equa.lly well with digital transmission systems such as IS-54, GSM, and 15-95 and
can significantly enhance the quality and capacity of these systems.

The contents of this appendix are approved for public release by ArrayComm, Inc.
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APPENDIX C. DISTRIBUTION UST SDMA-EXP-93-001

c. Distribution List

The Honorable Ervin S. Duggan .:,:::f?q::::
Commissioner, Federal Communications Commisslmt:::·:,,:::(::,·
1919 M Street NW, Room 832::/fH:)::}~: '::\\t
Washington, DC 20554'::::::::::::::::;':?'

····::t):·

The Honorable Andrew Barrett
Commissioner, Federal Communications Commission
1919 M Street NW, Room 844
Washington, DC 20554

I, Dr. Richard Roy, hereby certify that a copy of this report and video tape A.Y-SDMA
001 dated 31 July 1993, has been sent by United States mail, first class and posta.g~:prepaid,

to the following on 13 September 1993: .

~~o~:~ :n-rr;,:~~
Federal Communica~tg~:::g8inmission
1919 M Street NW,nt80ni 822

" ~::::::. ;\!:
Washington, Q"::~20~::~

TheH~H. Quello
Commi.$Siqil'e; Federal Communications Commission
1919 ,NdSt:'~t NW Room 802

,:::::" ":::::::::::" '
Washin t:6n DC 20554
/ .•:."::::}:~ ,
"\::::':.::;:·::}:t::

D;~::: Thomas P. Stanley
Office of Engineering and Technology
Federal Communications Commission
2025 M Street NW, Room 7003
Washington, DC 20554
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APPENDIX C. DISTRIBUTION LIST

Dr. Frank Wright
Federal Communications Commission
1919 M St. NW
Washington, DC 20036

Attested to this day, 13 September 1993:

::::::;Ill\;,;;:':::l:t:.
':::::::::':'::::::::{:::::".;...
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2
array covariance function beyond the few measured
lags. selecting that extrapolation for which the entropy
of the signal is maximized. The Burg technique glVes
good resolution but suffers from parameter bias and the
phenomenon referred to as line splitting wherein a sin
gle source manifests itself as a pair of closely spaced
peaks in the spectrum. These problems are attributable
to the mismodeling inherent in this method.

A different approach aimed at providing increased
10 parameter resolution was introduced by Capon (1. Ca

pon. High resolution frequency wave number spectrum
analysis.Proc. IEEE. S7:14Q8-1418, 1969). His approach
was to fmd a weight vector for combining the outputs
of all the sensor elements that minimizes output power
for each look direction while mamtaining a unit re
sponse to signals arriving from this direction. Capon's
method has difficulty in multipath environments and
offers only limited improvements in resolution.

A new genre of methods were introduced by Pisa
renko (V. F. Pisarenko, The retneval of harmonICs
from a covariance function. Geophys. J. Royal Astronom
ical Soc.. 33:347-366. 1973) for a somewhat restncted
formulation of the problem. These methods exploit the
eigenstructure of the array covariance macnx. Schmidt
made important generalizations of Pisarenko's ideas to

arbitrary array/wavefront geometries and source corre-
lations in his Ph.D. thesis titled A Signal Subspace Ap
proach to .'\fultiple Emirrer Locatior: and Specrral Estima
tion, Standford University, 1981. Schmidt's ~UltlpJe

SIgnal Classification (MUSIC) algorithm correctly
modeled the underlying problem and therefore gener-
ated superior estimates. In the Ideal situation where
measurement noise is absent (or eqUIvalently when .1n
infInite amount of measurements are available), :-.tUSIC
yields exact estimates of the parameters and also offers
infinite resolution in that multIple SIgnals can be re·
solved regardless of the proximIty of the SIgnal parame·
ters. In the presence of nOise and where only a finite
number of measurements are available. MliSIC estI·
mates are very nearly unbiased and effiCIent. and .:::In
resolve closely spaced signal parameters.

The MUSIC algorithm. often referred to as the elge:1
structure approach. is currently the most promlStng

45 high resolution parameter estimation method Ho .... ·
ever, MUSIC and the earlier methods of Burg and
Capon which are applicable to arbitrary sensor arr:l~

configurations suffer from certam shortcomIngs !hJt
have restricted their applicabIlity In several problem,
Some of these are:

Array Geometry and Calibratlon-A complete chJr
actenzatlon of the array in terms of the sensor geometr~

and element characteristics IS reqUired. In practice. for
complex arrays. thiS characteriz3110n IS obtamed b\ J

series of expenments kno.....n as array calibration to
determine the so called array manifold. The cost 0"

array calibration can be quite high and the procedure 1~

sometimes impractical. Also. the asSOCiated storage
required for the array manifold IS :l mil words 1m IS the
number of sensors. 1 is the number of search (gnd)
points in each dimension. and g is the number of dimen-
sions) and can become large even for simple applto·
tlons. For example, a sensor array contaanlng 20 ele
ments, searchmg over a hemisphere with a 1 mdllrad
resolution in azimuth and elevation and using 16 bit
words (2 bytes each) requires approximately tOO mega-
bytes of storage' This number increases ex.ponentiall \ a,
another search dimension such as temporal frequenc\ I~

mcluded. Furthermore. in certaan applicatlons the arra~

METHODS AND ARRANGEME:"ITS FOR SIGNAL
RECEPTION AND PAR.A.\iETER ESTIMATION

The U.S. Government has rights in the invention
disclosed and claimed herein pursuant to Dept. of
Navy Contract NOOOI4-8S-K-0SS0 and Dept. of Army
Agreement DAAG29-8S-K-0048. This application is a
continuation-in-part of application Ser. No. 795,623
filed Nov. 6, 1985, now U.S. Pat. No. 4,750,147.

BACKGROUND OF THE INVENTION

The invention described in this patent application
relates to the problem of estimation of constant parame
ters of multiple signals received by an array of sensors in
the presence of additive noise. There are many physical 15
problems of this type including direction fInding (DF)
wherein the signal parameters of interest are the direc
tions-of-arrival (DOA's) of wavefronts impinging on an
antenna array (cf. FIG. 1). and harmonic analysis in
which the parameters of interest are the temporal fre- ~o
quencies of sinusoids contained in a signal (waveform)
which is known to be composed of a sum of multiple
sinusoids and possibly additive measurement noise. In
most situations, the signals are charactenzed by several
unknown parameters all of which need to be estimated 25
simultaneously (e.g., azimuthal angle, elevation angle
and temporal frequency) and thiS leads to a multidimen
sional parameter estimation problem.

High resolution parameter estlmatlon is important In
many applications including electromagnetic and 30

acoustic sensor systems (e.g., radar. sonar, electronic
surveillance systems, and radio astronomy), vibration
analysis. medical imaging, geophySICS. well-logging.
etc. In such applications, accurate estImates of the pa
rameters of interest are required with a mimmum of 35
computation and storage requirements. The value of
any technique for obtaming parameter estimates IS

strongly dependent upon the accuracy of the estimates.
The invention described herem Ylelds accurate estl
mates while overcommg the practical diffIculties en- ,j,()

countered by present methods such as the need for
detailed a pnon knowledge of the sensor array geome·
try and element charactenstlcs. The technique also
~ields a dramatic decrease in the computatIonal and
storage requirements.

The history of estimation of Signal parameters can be
traced back at least two centunes to Gaspard Riche.
Baron de Prony, (R. Prony, ESS.11 expenmental et ana
lytiC, etc.L 'Ecole Pol.l'lechnique. L:;~ ';6. 1795) who was
Interested in fItting multiple sinusoids (exponentials) to 50
data. Interest in the problem increased rapidly after
World War II due to its applications to the fast emerlZ-
Ing technologies of radar. sonar and seIsmology O\~r
the years. numerous papers and books addreSSing thiS
subject have been published, espeCIally In the context of 55
dIrection findIng in passive sensor arrays.

One of the earliest approaches to the problem of
direction finding is now commonly referred to as the
conventional b~amforming technique. It uses a type of
matched filtenng to generate spectral plots whose peaks 60
provide the parameter estimates. In the presence of
multiple sources. conventional beamformmg can lead to
signal suppreSSion, poor resolution. and bIased parame-
ter (DOA) estimates.

The first high resolution method to improve upon 65
conventional beamforming was presented by Burg iJ P.
Burg, Maximum entropy spectral analYSIS. In Proceed
Ings ofthe 37th Annual International SEC ..,,1eetlng, Okla
homa City. Okla.. 1967) He proposed to extrapolate the
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ment vector while the second group would share a
common temporal displacement. In general, for each
additional type of parameter to be estimated. a sensor
group sharing a common displacement is provided.
Furthermore, the number of sensor pairs in each group
must be more than the number of sources whose paramo
eters are to be estimated.

Having provided an array of sensors which meets the
specifications outlined above, signals from this array of
scnsor pairs are then processed in order to obtain the
parameter estimates of interest. The procedure for ob
taining the parameter estimates in accordance with one
embodiment employing standard least-squares estima-
tion techniques may be outlined as follows:
I. Using the array measurements from a group of sensor

pairs, determine the auto-covariance matrix R.u of
the X subarray in the group and the cross-covariance
matrix R.ry between the X and Y subarrays in the
group.

2. Determine the smallest eigenvalue of the covanance
matrix R.u: and then subtract it out from each of the
elements on the principal diagonal of R.u:. The results
of the subtraction are referred to hereinafter as C,u.

3. Next, the generaliZed eigenvalues (GE's) ')'1 of the
matrix pair C:, Rr, are determined. A number d of
the GE's will lie on or near the unit circle and the
remaining m-<J noise GE's will lie at or near the on
gm. The number of GE's on or near the unit CIrcle
determine the number of sources, and their angles are
the phase difTerences sensed by the sensor doublets In
the group for each of the wavefronts impinging on
the array. These phase differences are directly related

3S to the directions of arrival.
4. The procedure is then repeated for each of the

groups. thereby obtaining the estimates for all the
parameters of interest (e.g. azimuth. elevation. tern·
poral frequency).
Thus. the number of sourses and the parameters of

each source are the pnmary quantities determmed.
In another embodiment of the invention. the process

ing of SIgnal measurements from the two subarrays to

identify the number of sources and estimate parameters
4S thereof utilizes a total least·squares estimation tech·

mque. The total least'squares algonthm represents :In
Improvement and simplification of the least squares
algorithm.

ESPIRIT can be further extended to the problem of
50 determining the array geometry a postenori. i.e., obtam

ing estimates of the sensor locations given the measure·
ments. Source powers and optimum weight vectors for
solvmg the SIgnal copy problem. a problem mvolvmg
estImation of the signals received from the sources one

55 at a time eliminating all others. can also be estimated In
a straightforward manner as follows:
1. The optimum weight vector for signal copy for the

ith Signal is the generalized eIgenvector (GY) e, corre·
sponding to the Ith GE ')'\.

2. For the case when the sources are uncorrelated, the
direction vector a, for the ith wavefront is given by
Rx."c,. With these direction vectors in hand, the arT:l\
geometry can be estimated by solvmg a set of linear
equations.

3. Using the direction vectors a" the signal powers can
also be estimated by solving a set of linear equations
The invention and objects and features thereof will be

more readily apparent from the followmg example and
appended c1alms.
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geometry may be slowly changing such as in light·
weigbt spaceborne antenna structures, sonobuoy and.
towed arrays used in sonar etc.• and a complete charac
terization of tbe array is never available.

Computational Load-ln the prior methods of Burg.
Capon. Schmidt and others. the main computational
burden lies in generating a spectral plot whose peaks
correspond to the parameter estimates. For example.
the number of operations required in the MUSIC algo
rithm in order to compute the entire spectrum, is ap- 10
proximately 4 m218. An operation is herein considered
to be a floating point multiplication and an addition. In
the example above, the number of operations needed is
approximately 4 X 109 which is prohibitive for most
applications. A powerful 10 MIP (10 million floating lS
point instructions per second) machine requires about 7
minutes to perform these compuLllllons! Moreover, the
computation requirement grows exponentially with
dimension of the parameter vector. Augmenting the
dimension of the parameter vector further would make 20
such problems completely intractable.
The technique described herein is hereafter referred to
as Estimation of Signal Parameters using Rotational
Invariance Techniques (ESPRIT). ESPRIT obviates
the need for array calibration and dramatically reduces 2S
the computational requirements of previous ap
proaches. Furthermore, since the arTay maruTold is not
required, the storage requirements are eliminated alto
gether.

ESPRIT is an alternative method for signal reception
and source parameter estimation which possesses most
of the desirable features of prior high resolution tech
niques while realizing substantial reduction in computa
tion and elimination of storage requirements. Ths: basic
properties of the invention may be summarized as fol
lows:

I. ESPRIT details a new method of Signal reception
for source parameter estimation for planar wavefronts. 40

~. The method yields signal parameter estimates with
out requiring knowledge of the array geometry and
scnsor element characteristics. thus ehmmatlng the need
for sensor array calibration.

3 ESPRIT provides substantial reduction m compu·
tatlon and elimination of storage requirements over
pnor techniques. Referring to the previous example.
ESPRIT requires only 4 X 10' computations compared
to 4 x 109 computations reqUIred by prior methods, and
reduces the time required from i mmutes to under 4
milliseconds. Furthennore. the 100 megabytes of stor
age required is completely eliminated.

4. A feature of the invention IS the use of an array of
sensor pairs or doublets (used synonymously herem)
where the sensors in each pair are Identical and each
group of pairs has a common displacement vector.

Bnefly, in accordance with the invention. an array of
SIgnal sensor pairs is provided m whIch groups of sensor
paIrs have a unifonn relative displacement vector
wlthm each group. but the displacement vector for each 60
group is unique. The sensors in each paIr must be
matched, however they can difTer from other sensor
pairs. Moreover, the characteristics of each sensor and
the array geometry can be arbitrary and need not be
known. Within each group, the sensor pairs can be 65
arranged into two subarrays, X and Y. which are identi-
cal except for a fixed displacement (cr. FIG. 2). For
example, in order to simultaneously perform temporal
frequency and spatial angle estimatIon. one group of
sensor pairs would share a common spatial displace-
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APPLICAnONS

6
As illustrated, accurate estimates of the DCA's are

obtained. Furthermore. ESPRIT has several additional
features which are enumerated below.
1. ESPRIT appears to be very robust to errors in esti·

mating the minimum eigenvalue of the covariance
R,u. It is also robust to the numerical propemes of the
algorithm used to estimate the generalized eigenval
ues.

2. ESPRIT does not require the estimation of the num·
. ber of 50urces prior to source parameter estimation as

in the MUSIC algorithm, where an error in the esn·
mate of the number of sources can invalidate the
parameter estimates. In accordance with the inven
tion, ESPRIT simultaneously estimates the signal
parameters and the number of sources.15

5

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is • graphic representation of a problem of
direction-of-arrivaJ estimation in which two sources are
present and being monitored by a three-element array of
sensors.

FIG. 2 is a graphic: representatiOD of a similar prob
lem in which the two signals are now impinging on an
array of sensors pairs in accordance with the invention.

FIG. 3 is a graphic illustration of the parameter esti- 10
mates from a simulation performed in accordance with
the invention in which three signals were impinging on
an array of eight sensor doublets and directions-of
arrival were being estimated.

DETAILED DESCRIPTION OF THE
DRAWINGS

There are a number of applications that exploit one or
more of the important features of ESPRIT, i.e., its in-

20 sensitivity to array geometry, low computational load
and no storage requirements. Some of these are de
scribed below.
1. Direction-of-Arrival Estimation

(a) Space Antennas-Space structures are necessarily
light weight. very large and therefore fairly fleXl'
ble. Small disturbances can cause the structure to
oscillate for long periods of time resultmg in a
sensor array geometry which is time·varying. Fur
thermore, it is nearly impossible to completely
calibrate such an atTay as the setting up of a suit·
able facility is not practical. On the other hand. the
use of matched pairs of sensor doublets whose
directions are constantly aligned by a low-cost
star.tracking servo results in total insensitivity to
the &lobal geometry of the array. Note that signal
copy can still be performed, a function whIch 15

often a main objective of such large spaceborne
antenna arrays. In fact, a connected structure for
the array is not requlIed! Rather, only a collecnon
of relatively small antenna doublets is needed. each
possessing a star·tracker or earth·based beacon
tracker for alignment. Ease of deployment, mainte
nance. and repair of such disconnected arrays can
have significant cost and operational benefits (for
example, a defective unit can be merely transported
to a space station or back to the earth for repair).

(b) Sonobuoys-Sonobuoys are air-dropped and scat-
ter somewhat randomJy on the ocean surface. The
current methods of source location require com
plete k.nowledge of the three dimensional geometry
of the deployed array. The determmanon of the
array geometry is both expensive and undesirable
(smce it involves active transmiSSIon thus alertmg
unfriendly elements!). Using ESPRIT. vertical
alignment of doublets can be achieved using grav·
Ity as a reference. Hortzontal alignment can be
obtamed via a small servo and a mimature magnetic
sensor (or even use an acoustic spectral lme radl'
ated from a beacon or the target itself). Within a
few minutes after the sonobuoys are dropped,
alignment can be completed and accurate estimates
of DOA's become available. As before. signal copy
processing is also feasible. Furthermore. the sono
buoy array geometry can itself be determined
should this be of interest.

(e) Towed Arrays-These consist of a set of hydro
phones placed inside an acoustically transparent
tube that is towed well behind a ship or submanne.

As indicated above. the invention is directed at the
estimation of constant parameters of signals received by
an array of sensor pairs in the presence of noise. The
problem can be visualized with reference to FIG. 1 in
which two signals (Sl and S2) are impinging on an array
of three sensors (r" r2. rJ). It is assumed in this illus
trated example that the sources and sensors lie in a
plane; thus only two parameters need be identified. the 25
azimuth angle of the two signals. Heretofore, tech
niques such as MUSIC have been able to accurately
estimate the DCA's of the two signals; however the
characteristics of each sensor must be known as well as
the overall atTay geometry. This leads to exceedingly 30
large storage requirements when the atTay must be
calibrated, and a correspondingly large computatlon
time in the execution of the algorithms.

In accordance with the present invention, array
(manifold) calibration is not required in ESPRIT as 35
long as the array is comprised of (groups of) matched
sensor pairs sharing a common displacement vector.
This is illustrated in FIG. 2 in which the two signals (5\

and 52) are sensed by receiver pairs (r" r'l; r2, r'2; and fl.
r' J). The only requirements of the array are that the 40

sensors in each pair are offset by the same vector as
indicated, and that the number of sensor pairs exceeds
the number of sources as is the case in this example.

ThIS figure illustrates only a smgle group; the exten
sion to several groups requires adding sensor pairs with 45
a displacement vector different from the displacement
vectors of the single group.

The performance of the invention is graphically illus
trated in FIG. 3 which presents the results of a simula·
tion performed according to the specifications of ES- 50
PRIT. The simulation consisted of an array with 8 dou
blets. The elements in each of the doublets were spaced
a quarter of a wavelength apart. The array geometry
was generated by randomly scattering the doublets on a
line 10 .....avelengths in length such that the doublet axes 55
were all parallel to the line. Three planar and weakly
correlated signal wavefronts impinged on the array at
angles 20·,22·, and 60·, with SNRs of 10, 13 and 16 db
relative to the additive uncorrelated noise present at the
sensors. The covariance estimates were computed from 60
100 snapshots of data and several simulation runs were
made using independent data sets.

FIG. 3 shows a plot of the GE's obtained from 10
independent trials. The three small circles on the Unit
circle indicate the locations of the true parameters and 65
the pluses are the estimates obtained using ESPRIT.
The G E's on the unit circle are closely clustered and the
two sources 2" apart are easily resolved.
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array of sensors. Though easily generalized to higher
dimensional parameter spaces. the discussion and results
presented deal only with single dimensional parameter
spaces. i.e.• azimuth only direction finding (OF) of far·
field point sources. Furthermore, narrowband signals of
known center frequency will be assumed. A DOAlDF
problem is classified as narrowband if the sensor array
width is small compared to the inverse of the transit
time of a wavefront across the array. The generality of

10 the fundamental concepts on which ESPRIT is based
makes the extension to signals containing multiple fre
quencies straightforward as discussed later. Note that
wideband signals can also be handled by decomposing
them into narrowband signal sets using comb filters.

Consider a planar array of arbitrary geometry com·
posed of m matched sensor doublets whose elements are
translationally separated by a 1u10wn constant displace·
ment vector as shown in FIG. 2. The element character-
istics such as element gain and phase pattern. polariza
tion sensitivity. etc., may be arbitrary for each doublet
as long as the elements are pairwise identical. Assume
there are d <m narrowband stationary zero-mean
sources centered at frequency WQ, and located suffi·
ciently far from the array such that in homogenous
isotropic transmission media, the wavefronts impinging
on the array are planar. Additive noise is present at all
the 2 m sensors and is assumed to be a stationary zero
mean random process that is uncotTelated from sensor
to sensor.

In order to exploit the translational invariance prop
erty of the sensor array. it is convenient to describe the
array as being comprised of two subarrays. X and Y.
identical in every respect although physically displaced
(;lot rotated) from each other by a 1u10wn displacement
vector. The signals received at the ith doublet can then
be expressed as:

where sk(.) is the k'h signal (wavefront) as received at
sensor 1 (the reference sensor) of the X subarray, 9. is
the direction of amvaJ of the kin source relative to the
direction of the translational displacement vector.
a,(9k) is the response of the i'h sensor of either subarray
relative to its response at sensor 1 of the same subarray
when a single wavefront impinges at an angle 9•. A IS

the magnitude of the displacement vector between the
twO arrays. c is the speed of propagation 10 the transmls-

55 sion medium. n.,(.) and n)l,(.) are the additive nOises at
the elements in the i,h doublet for subarrays X and Y
respectively.

Combining the outputs of each of the sensors 10 the
twO subarrays. the received data vecto~ can be written

60 as follows:
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The common problem with towed arrays is that the
tube often distorts from the assumed straight line
geometI")' due to ocean and tow-ship induced dis
turbances. Therefore. prior array calibration be
comes invalid. In the new approach. any transla
tional disturbance in the doublets is of no conse
quence. Therefore by selective use of doublets
(whose orientation can be easily sensed) that are
acceptably c~irectional. reliable source DOA
estimates can still be obtained.

(d) Mobile OF and Signal Copy Application
s-Often. mobile (aircraft, van mounted) direction
fIDding (DF) systems cannot meet the vast storage
and computational requirements of the prior meth
ods. ESPRIT can drastically reduce such require· IS
ments and still provide good performance. This has
particular applicability in the field of ceUular mo
bile communications where the number of simulta·
neous users is limited due to fmite bandwidth con
straints and cross-talk (interchannel interference). 20
Current techniques for increasing the number of
simultaneous users exploit methods of signal sepa
ration such as frequency. time and code division
multiplexing apart from the area multiplexing in
herent to the ceUular concept. Using directional 2S
discrimination (angle division multiplexing), the
number of simultaneous users could be increased
significantly. ESPRIT provides a simple and rela·
tively low cost technique for performing the signal
copy operation through angular signal separation. 30
The estimation (possibly recursively) of the appro
priate generalized eigenvector is all that is needed
in contrast to substantially more complex proce·
dures required by prior methods.

2. Temporal Frequency Estimation-There are many 35
applications in radio astronomy. modal identification
of linear systems inclUding structural analysis. geo
physics sonar. electronic surveillance systems. analyt
ical chemistI")' etc.• where a composite signal contain·
ing multiple harmonics is present in additive noise. 40
ESPRIT provides frequency estimates from suitably
sampled time series at a substantially reduced level of
computation over the previous methods.

3. Joint DOA-Frequency Estimation-Applications
such as radio astonomy may require the estimation of 45
declination and right ascension of radio sources along
with the frequency of the molecular spectral lines
emitted by them. Such problems also arise in passive
sonar and electronic surveillance applications. As
previously noted. ESPRIT has particularly imporunt 50
advantages in such multi-<:limensional estimation
problems.

Having concluded the summaI")' of the invention and
applications. a detailed mathematical description of the
invention is presented.

The basic problem under conSideration is that of
~timation of parameters of finite dimensional signal
processes given measurements from an array of sensors.
This general problem appears in many different fields
including radio astronomy. geophysics. sonar signal
processing. electronic surveillance, structural (vibra
tion) analysis. temporal frequency estimation. etc. In
order to simplify the description of the basic ideas be- 65
hind ESPRIT. the ensuing discussion is couched in
tenns of the problem of multiple source direction-of·
arrival (DOA) estimation from data collected by an
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A./+ 1=
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where p(.) denotes the rank of the matrix argument.
Assuming that the array geometry is such that there are
no ambiguities (at least over the anguJar interval where
signals are expected), the columns of the m Xd matrix A
are linearly independent and hence P(A)=d. Also, since
S is a dXd matrix and is nonsingular, P(S)=d. There·
fore., p(ASA-)=d, and consequently ASA· will have
m-d zero eigenvalues. Equivalently ASA- + (T2I will
have m-d minimum eigenvalues all equal to (T2. If

10 {AI >A2>' .. >Am } are the ordered eigenvalues ofRLt•

then

15 Hence.

(4)

9
The vector s(t) is a d X I vector of impinging signals
(wavefronts) as observed at the reference sensor of
subarray X. The matrix <1> is a diagonal d Xd matrix of
the phase delays between the doublet sensors for the d
wavefronts, and can be wrincn as:

Note that <P is a unitary matrix (operator) that relates
the measurements from subarray X to those from subar·
ray Y. In the complex field, cP is a simple scaling opera
tor. However, it is isomorphic to the real two-dimen
sional rotation operator and is herein referred to as a
rotation operator. The mxd matrix A is the direction
matrix whose columns {a(9k), k= I, ... , d} are the
signal direction vectors for the d wavefronts.

(5).

The auto-<:ovariance of the data received by subarray 20
X is given by:

Now consider the matrix pencil

( 13)

(6)

where S is the d X d covariance matrix of the signals s(t), 25
I.e.•

where C..... ::::R.... -Am",""'I. By inspection, the column
space of both ASA- and AS<P-A-are identical. There
fore, p(ASA· -yAS<p°A·) will in general be equal to
d. However. if

S=£'(J\tls<t)"/. (7) Y:=li!l~ lut 8v" (14)

and (T2 is the covariance of the additive uncorrelated
white noise that is present at all sensors. Note that (.)- is
used herein to denote the Hermitean conjugate, or com·
plex conjugate transpose operation. Similarly, the cross
covariance between measurements from suban'ays X
and Y is given by:

(8).

This completes the definition of the signal and noise
model. and the problem can now be stated as follows:

Given measurements x(t) and y(t), and making no
assumptions about the array geometry. element char
actenstics. DOA's, noise powers, or the signal (wave
front) correlation, estimate the signal DOA's.

ROTATIONALLY INVARIANT SUBSPACE
APPROACH

the if" row of (1- elwO.:J. SlII8,/,<P) will become zero. Thus,
30

(Ij)

Consequently, the pencil (C..... -yRxy) will also decrease
in rank to d - I whenever y assumes values given by

35 (14). However. by definition these are exactly the gen
eralized eigenvalues (GEV's) of the matrix pair
{C.u,R..y }. Also. since both matrices in the pair span the
same subspace. the GEV's corresponding to the com
mon null space of the two matrices will be zero. i.e.. d

40 GEV's lie on the unit Circle and are equal to the diago
nal elements of the rotatIon malnx ¢. and the remammg
m-d (equal 10 the dimension of the common null
space) GEV's are at the origm. This completes the
proof of the theorem

45 Once <p is known. the DOA's can be calculated from:

The basic idea behind the new technique is to exploit
the rotational invariance of the underlying signal sub
spaces induced by the translational invariance of the
sensor array. The following theorem provides the foun. SO
dation for the resuJts presented herein.

Theorem: Define T as the generalized eigenvalue
malnx associated with the matrix pencil {(R..... -Am,,,D.
R.ry} where Am'" is the minimum (repeated) eigenvalue
of R...... Then, if S is nonsingular. the matrices cP and T 55
are related by

to within a permutation of the elements of CP.
Proof: First it is shown that ASA- is ranle d and R....

has a mu/tiplicity (m -d) of eigenvalues all equal to (T2.

From linear algebra,

r - [: ~ ]

piASA") - mIM(p{A ).p(S)

(9)

(10)

60

65

(16)

Due to errors in estimating R..... and R.r.v from finite data
as well as errors introduced during the subsequent finlle
precision computations. the relations in (9) and (11) Will
not be exactly satisfied. At this point. a procedure IS

proposed which is not globally optimal. but utilizes
some well established. stepwise-optlmal techniques (0

deal with such issues.

SUBSPACE ROTATION ALGORITHM (ESPRIT)

The key steps of the algonthm are:
1. Fmd the auto- and cross-covariance matrix estimates

Ru and R.ry from the data. _ _
1. Compute the elgen-decomposition of RLt and Rxyand

then estimate the number of sources d and the noise
variance crt.

3. Compute rank d approximations to ASA ° and
ASCP- A ° given iT2.

4. The d GEV's of the estimates of ASA ° and AS¢· A°
that lie close to the unit Circle determine the subspace
rotation operator <t> and hence. the DOA's.
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Details of the algorithm are now discussed.
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(20)
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i-I

where; {el, ~, ... , em} are the eigenvectors corre·
sponding to the ordered eigenvalues of R.u:.

Similarly, given R.." and d, the maximum likelihood
estimate AS<Il·A· is the maximum F-norm rank d ap
proximation of Rrv10 -,

Covariance Estimation

In order to estimate the required covariances. obser
vations x(lj) and y(tj) at time instants lj are required. 5
Note that the subarr'ays must be sampled simulta
neously. The maximum likelihood estimates (assuming
no underlying data model) of the aute- and cross
covariance matrices are then given by

• 1 N
R - - I .,.{/.\.,.{/.)"

U N j= 1 ~'J"" J

(17) (21)

SOME REMARKS

15 where, {~J"">~z.IY>... >~m""} and {erry, e:z.<y• ... ,

e",.ry} are t.l:!e eigenvalues and the corresponding eigen-
vectors of Rxy. • •

As remarked earlier, the information in R.... and R xy

can be jointly exploited to improve the estimates of the
underlying subspace and therefore of the estimates of
ASA· and AS<Il-A·. In sItuations where the array ge-
ometry (i.e., tbe manifold on whIch the columns of A
lie) is known. these estimates can be further improved,
but this is not pursued here SInce no knowledge of the
array geometry is assumed.

Estimating Directions of Amval

The estimates of the DOA's now follow by comput
ing the m GEV's of the matrix pair ASA - and
AS<Il·A·. This is a singular generalized eigen-problem
and needs more care than the regular case to obtain
stable estimates of the GEV's Note that since the sub
spaces spanned by the rwo matrix estimates cannot be
expected to be identical. the m-d noise GEV's \Nill not
be zero. Furthermore. the signal GEV's will not lie
exactly on the unit circle. In practice. d GEV's will lie
close to the unit CIrcle and the remaimng m-d GEV's
well inside and close to the origin. The d values near the
unit circle are the desired estimates of <Pa. The argu-

40 ment of <Pu may now be used in conjunction with (16)
to obtain estimates of the source directions. This con
cludes the detailed discussion of the algonthm.

Total Least-Squares Alternative Embodiment

The processing of signal measurements to identify the
number of sources and estimate parameters thereof as
above described relies on a least squares of deviation
algorithm in computing the eigenvalues. Total least
squares (TLS) is the baSIS of another algonthm which

50 represents an extension of and an unprovement co the
least-squares algorithm. and \Nill be descnbed later.

Estimation of the Number of Signals

In the algorithm detailed above, an estimate of the
number of sources d is obtained as one of the first steps
In the algonthm. TIus estimate IS then used in subse
quent steps as the rank of the approximations to covari·

6() ance matnces. This approach has the disadvantage that
an error (particularly underestimatlon) in detenruning d
may result in severe biases in the final DOA estimates.
Therefore, if an estimator for 0"2 can be found which is
independent of d (e.g.• ir2=~ min), estimation of d and

65 the DOA's can be performed simultaneously. Simula
tion results have shown that the estimates of<P have low
sensillvity co errors In estimating 0"". This implies thac
the rank d estimates of ASA 0 and AS<p° A 0 can be

(18)

( 19)

(
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1r i..~
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The number of snapshots. N. needed for an adequate
estimate of the covariance matrices depends upon the
signal-te-noise ratio at the alTay input and the desired 20

accuracy of the DOA estimates. In the absense of noise.
N>d is required in order to completely span the signal
subspaces. In the presence of noise, it has been shown
that N must be at least m2. Typically, if the SNR is 5

known, N is chosen such that the Frobenius norm of the 2
perturbations in R is 30 db below the covariance matrix
norm.

Estimating d and u 2
_ 30

Due to errors in R.:r, its eigenvalues will be perturbed
from their true values and the true multiplicity of the
minimal eigenvalue may not be evident. A popular
approach for determining the underlying eigenvalue
multiplicity is an information theoretic method based on 35
the minimum description length (MDL) criterion. The
estlmate of the number of sources d is given by the value
of k for which the following MDL function is mini
mized:

where ~iare the eigenvalues ofRu . The MDL criterion
is known to yield asymptotically consistent estimates.
Note that since Ruand R.."both span the same subspace
(of dimension d). a method that efficiently exploits this
underlying model will yield berter results.

Having obtained an estimate of d. th~maximum likeli
hood estimate of 0": conditioned on d is given by the 55
average of the smallest m-d eigenvalues i.e.,

."fDWt) =

ESTIMATING ASA· AND AS<Il· A•

Using the results from the previous step, and making
no aSsumptions about the array geometry, the maximum
likelihood estimate C.u: of ASA·, conditioned on d and
0-2• is the maximum Frobenius nonn (F.norm) rank d
approximation of R.u - 0-21, i.e.,
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ARR.6,. Y RESPONSE ESTIMATIOi'.' A~D
SIGNAL COPY

There are parameters other than DOA's and tem
poral frequencies that are often of mterest in array pro
cessing problems. Extensions of ESPRIT to prOVIde
such estimates are described below. ESPRIT can also
be easily e.~tended to solve the signal copy problem. a
problem which is of panicular Interest In communica
tions applications.

Estimation of Array Response (Direction) Vectors

Lee e, be the generalized eigenvector (GEV) COrTe·
sponding to the generalized eigenvalue (GEl ~{, By
definition. e, sallsfies the relation

Since the column space of the pencil AS(! - y,¢)A' IS

same as the subspace spanned by the vectors {a!.J=I}. It
follows that e, is onhogonal to all dlrecllon vectors.
except a,. Assummg for now that the sources are uncor
related. I.e..

14
the directional response of each element in any doublet
is the same, and the phase difference observed between
the elements of any doublet depends only on the azI
muthal DOA. The MUSIC algorithm. on the other

S hand. can (generally) determine azimuth and elevation
without ambiguity given this geometry since knowl
edge of the directional sensitivities of the individual
sensor elements is assumed.

Other doublet related ambiguities can also lOse if the
sensor spacing within the doublets is larger than >'/2. In
this case. ambiguities are generated at angles arcsin
{A(~ii:t2n7l')/2'lT~}. n=O. 1•...• a manifestation of
undersampling and the aliasing phenomenon.

ESPRIT is also heir to the subarray ambiguities usu
ally classified in terms of first-order. second-order. and
higher order ambiguities of the array manifold. For
example. second-order. or rank 2 ambigwtles occur
when a linear combination of two elements from the
array manifold also lies on the manifold. resulting in an
inability co discinguish between the response due to two
sources and a third source whose array response is a
weighted sum of the responses of the first two. These
ambiguities manifest themselves In the same manner as
in MUSIC where they bring about a collapse of the
signal subspace dimensionality.

Finally. it should be noted that the doublet related
ambiguities present in ESPRIT do not cause any real
difficulties in practice. Indeed, it is precisely such ambi-
guities that allow ESPRIT to separately solve the prob
lem in each dimension.

4,965,732
13

dispensed with ~d the G~V's computed directly from
the matrix pair {R.u:-o-2I,R..,,}. This results in the need
to classify the GEV's as either source or noise related
which is a function of their proltimity to the unit circle.
This ability to simultaneously estimate d and the param
eters of interest is another advantage of ESPRIT over
MUSIC.

Extensions to Multiple Dimensions

The discussion hitherto has considered only single 10
dimensional parameter estimatlon. Often, the signal
parameterization is of higher dimenSIon as in DF prob
lems where azimuth, elevation. and temporal frequency
must be estimated. In essence. to extend ESPRIT to
estimate multidimensional parameter vectors, measure- IS
ments must be made by arrays manifesting the shift
invariant structure in the appropriate dimension. For
example. co-direcuonal sensor doublets are used to
estimate DOA's in a plane (e.g., azimuth) containing the
doublet axes. Elevation angle is unobservable with such 20
an array as a direct consequence of the rotational sym
metry about the reference direction defined by the dou
blet axes (cf. cones of ambiguity). If both azimuth and
elevation estimates are required. another pair of subar
rays (i.e. another group. preferably orthogonal to the 2S
first pair) sensitive to elevation angle is necessary. Geo
metrically. this provides an independent set of cones.
and the intersections of the two sets of cones yield the
desired estimates. Note that the parameter estimates
(e.g.• azimuth and elevation) can be calculated indepen- 30
dendy. This results in the computational load in ES
PRIT growing linearly with the dimension of the signal
parameter vector. whereas in MUSIC It increases expo
nentially.

If the signals impinging on the array are not mOno- 35
chromatic. but are composed of sums of cisoids of fixed
frequencies. ESPRIT can also estimate the frequencies.
This requires temporal (doublet) samples which can be
obtained for example by adding a unifonn tapped delay
line (p+ I taps) behind each sensor. The frequencies 40
estunates are Obtained (independent of the DOA esti
mates) from the mp x mp auto- and cross-covariance
matrices of two (temporally) displaced data sets (corre
sponding to subarrays in the spallal domain). The first
sec X contains mp samples obcamed from caps 1 to p taps 45
Ln each of the m delay lines behmd the sensors. The set
Y is a delayed version of X and uses taps 2 to p+ I in
each of the m delay lines. The GE's obtained from these
data sets define the multiple frequencies. Note that in
tlme domain spectral escimation. ESPRIT is only appli- ~o

cable for estimating parameters of sums of (complex)
e~ponentials. As mentioned previously. wideband sIg
nals can be handled by processing selected frequency
components obtained via frequency selective narrow·
band (comb) filters.

Array AmbiguJ[les

Array ambiguities are discussed below in the context
of DOA estimation. but can be extended to other prob·
lems as well. 60

Ambiguities in ESPRIT anse from two sources.
First. ESPRIT Lnhents the ambiguity structure of a
single doublet. independent of the global geometry of
the array. Any dIstribution of co-directional doublets
contains a symmetry axis. the doublet axis. Even though 65
the individual sensor elements may have directivity
patterns whIch are functions of the angle In the other
dimension (e.g., elevaoon). for a gIven elevation angle

multiplYlDg C.u bye, yields the deslred result;

c......,z .~slo.....0.", '0,.0....
.O]T-"AD"/;ai-'i)=sc.alarXQj.

The result can be nonnalized !O make the response Jt
sensor 1 equal to umty. yieldmg:

where u = [1.0.0.... ,0) r
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(30)

iJ 1)

(29)

where 'A",i,,(Rrx.Q.u:) is the minimum GEV (multiplicity
m-d) of the matrix pair (R....., Q.u:). We can also fmd

where 'A",j,,(Rxy,Qxy) is similarly dermed. At this point.
the algorithm proceeds as before with the GE's of the
matrix pair (ASAe,AS4IeAe) yielding the desired reo
suits.

Coherent Sources

The problem formulation discussed so far assumed
that DO two (or more) sources were fully correlated
with each other. This was essential in the development
of the algorithm to this point. ESPRIT relies on the
property that the values of y for which the pencil
(ASAe_ y AS4>eAe) reduces in rank from d to d-l
determine 41. This is, however. true only when

16
lems. In this section, more general models for the ele
ment, signal. and noise characteristics ire discussed.

Correlated Noise

In the case when the additive noise is correlated (i.e.•
no longer equal to 0"21). modifications are necessary. If
the DOise auto- and cross-covariances for the X and Y
subarrays are known to within a scalar, a solution to the
problem is available. Let Q.a and Qxy be the nonnalized

10 auto- andcross-covariance matrices of the additive
noise at the sUbarrays X and Y. Then,

15

55

That is, p(I -y4l) rather that p(S) determines p{A
SA e-')'AS4IeA e). This in turn is satisfied only when 5
is fun rank. and thus excludes fully coherent sources.

ESPRIT can be generalized to handle this situation
using the concepc of spacial smoothing. ConSider a sig
nal environment where sources of degree two coher
ency (i.e., fully coherent groups contain at most cwo
sources each) are present. Assume thac the array is now

45 made up of criplet (rather than doublets used earlier)
element clusten. Let the corresponding subarrays be
referred to as X, Y and Z. Assume. as before. that ele
ments within a cluster are matched and all c1usten have
a identical Oocal) geometry. Let 41xy and 41xz be the

SO rotation operators with respect to subarray X for subar
rays Y and Z respectively.

Defining the covanances R.u.Ryy.R::.Rzy, and Rc in
the usual manner, we note that

(26)

(2;)
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Estimation of Source Powers

Assuming that the estimated array response vectors
have been normalized as described above (i.e., unity
response at seosor I), the source powen foUow from
(24):

Note that these estimate are only valid if seosor 1 is
omni-directiooal, i.e.• has the same response to a given
source in all directions. If this is not the case. the esti
mates will be in error.

Estimation of Array Geometry

The array geometry can now be found from {ail by
solving a set of linear equations. The minimum number
of direction vectors needed is equal to the number of 20
degrees of freedom in the sensor geometry. If more
vectors are available. at least squares fit can be used.
Note that multiple experiments are required in order to
solve for the array geometry. since for each dimension
in space about which array geometric information is 25
required. m direction vectors are required. However, in
order to obtain estimates of the direction vectors. no
more than 01-1 sources can be present during anyone
experimenc. Thus the need for multiple experiments is
manifest. JO

Signal Copy (SC)

Signal copy refers to the weighted combination of the
sensor measurements such that the output contains the
desired signal while completely rejecting the other d-l JS
signals. From (22), ej is orthogonal to all wavefront
direction vectors except the illl wavefront, and is there
fore the desired weight vector for signal copy of the illl
signal. Note that this is true even for correlated signals. 40
If a unit response to the desired source is required. once
again the assumption of a unit response at sensor 1 to
thts source becomes necessary. The weight vector is
now a scaled version of ei and using the constraint aje.
w,sc= I can be shown to be

In the presence of correlated signals as often arises in
SItuations where multipath is present, it is useful to com
bine the infonnation in the various wavefronts (paths).
This leads to a maximum likelihood (ML) beamformer
which is given by:

(28)
and

It is easy to show that for a degree two coherency
model.

In the absence of noise, R.u:=C.u: and w,ML=w,SC
Similarly. optimum weight vectors for other types of 60
beamfonners can be detennined.

SOME GENERALIZATIONS OF THE
MEASUREMENT MODEL

Though the previous'discussions have been restricted 65
to specific models for the sensors elements and noise
characteristics, ESPRIT can be generalized in a
straightforward manner to handle a larger class of prob-

Ru - AS 4>xz".4 0.

Ryz - A4>xr54>dAo

Now consider the matrix pencil

(e.... + C.,.)- .,(R<y+ R".l-A(S+ 4>xzS4>xz"·
)(1 - y<l>nlA 0.

(3)

(34)
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(31)x - [~tl), ~tz), ..• , ~tMJ,

18
(GSVD) of data matrices and is briefly described be·
low.

Let X and Y be m X N data matrices containing N
simultaneous snapshots x(t) and yet) respectively;

(35)
17

Therefore, the rank of the smoothed wavefront covari
ance matrix has been restored. Hence, (I-y<Il) once
again controls rank of the smoothed pencil in (34), and S
the GE's of the pair {C.u+CQ,R",+Rzy} ~etermine the
DOA's. Further, for arbitrary degree of coherency it
can be shown that the number of elements needed in a
cluster is equal to the degree of coherence plus one.

(38)x = UxIx'-'.

y .. UyIy'-'.

IS

10 The GSVD of the matrix pair (X,Y) is given by:

where Uxand Urare the mxm unitary matrices con
taining the left generalized singular vectors (LGSV's),
Ixand I rare mxN real rectangular matrices that have
zero entries everywhere except on the main diagonal
(whose pairwise ratios are the generalized singular val
ues), and V is a nonsingular matm.

Assuming for a moment that there is no additive
noise, both X and Y will be rank d. Now consider the
pencil

2S
(36)

Mismatched Doublets

The requirement for the doublets to be pairwise
matched in gain and phase response (at least in the di
rections from which the wavefronts are expected) can
be relaxed as shown below.

1. Uniform Mismatch-The requirement of pairwise
matching of doublets can be relaxed to having the rela
tive response of the sensors to be uniform (for any given
direction) at alI doublets. This relative response, how·
ever, can change with direction. Let A denote the di- 20
rection matm for subarray X. Then the direction mao
trix for subarray Y can then be written as AG, where;

(39)

.. (Ux1x - 'l'l,"y! y)V•.

.. ux1x'/ - 'l'Ii I vX'" UyI y)V".

x - ')'y

Similar to previous discussions, whenever i' = ~,i. this
pencil will decrease in rank from d to d - I. Now con·
sider the same pencil written in terms of its GSVD:

obtaining the signal subspace estimate Sz=span E z
where

This pencil will loose rank whenever i' is an eigenvalue
of (Ix-1U,yeU yI y). Therefore the desired .p" are the
eigenvalues of the product Ix-1UX-UyIy. However,
from the underlying model in (I) and (2), it can be
shown that in the absence of noise Ix= I Y. in whIch
case ~,i are also the eigenvalues of UX-U r·

In presence of additive white sensor noise, we can
show that asymptotically (i.e.. for large N) the GSVD
of the data matrices converges to the GSVD obtained
in the noiseless case except that Ix and I yare aug·
mented by 0"21. Therefore. the LGSV matrices in the
presence of noise are asymptotically equal to Ux and
U y computed in the absence of noise. and the earher
resul t is still applicable.

To summarize. when given data instead of covanance
matrices. ESPRIT can operate directly on the data by
first forming the data macnces X and Y from the array
measurements. Then, the two LGSV matrices Ux and

SS U yare computed. The desired .p" are then computed as
the eigenvalues of the product UX-U y. Estimates for
other model parameters as discussed previously can be
computed in a similar manner.

The step of signal measurement can include a GSVD
60 of data matrices as follows:

fonning the matm Z from the available measure·
ments, computing the generalized singUlar value de·
composition (GSVD) of {Z·,I"I·},

A GENERALIZED SVD APPROACH

and {g.} are the relative responses for the doublet sen
sors in the directions 8;. It is evident that the generalized
eigenvalues of the matm pair {C.u.R.q.} will now be
.piNii resulting in GE's which no longer lie on the unit
circle.lfthe relative gain response (Ga) is real, the GE's 30
deviate only radially from the unit circle. Since it is the
argument (phase angle) of the GE's which is related to
the DOA's, this radial deviation is important only in so
far as the method of determining the number of signals
must be altered (the number of unit circle GE's is no JS
longer ci). On the other band, a relative phase response
will rotate the GE's as well resulting in estimation bias
that can be eliminated only if the relative phase mis
match is known. As an example of such an array of 40
mismatched doublets, consider X and Y subarrays
which are identical across each subarray but are mis·
matched between arrays.

2. Random Gain and Phase Errors-In practice. sen·
sor gains and phases may not be known exactly and 4S
pairwise doublet matching may be in error violating the
model assumptions in ESPRIT. However, techniques
are available that exploit the underlying signal model to
identify the sensor gains and phase from the sensor data.
This is in effect a pseudo-calibration of the array where SO
data from a few experiments are used to identify gam
and phase error parameters. The estimates so obtamed
are the used to calibrate the doublets.

The details of the computations in ESPRIT presented
in the previous sections have been based upon the esti
mation of the auto- and cross-covariances of the subar
ray sensor data. However, since the basic step in the
algorithm requires determining the GE's of a singular
matrix pair. it is preferable to avoid using covariance
matrices, choosing instead to operate directly on the
data. Benefits accrue not only from the resulting reduc·
tion in matrix condition numbers, but also in the poten
tial for a recursive formulation of the solution (as op- 6S
posed to the block-recursive nature of eigendecomposi
tlon of sample covariance matrices). This approach
leads to a generalized Singular value decomposition
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computing the singular value decomposition (SVD) of

20
GEs satisfy span{Ez}=spanW. Funhermore. the
invariance structure of the array implies span{Ex}=
span{Ey}=span{A}. Thus. there exists a nonsingular T
such that Ex=AT and Ey=AeIlT. Since Ex and Ey
share a common column space. p(fEx!Eyj)=d which
implies there exists a matrix E(d)E ,.,2dxd such that

(41)

(49)

(SO)

(48)

IExlErl e~ = EXEx~ + EyE'ytl).

= Am~ + A~TE'y~ - O.

DeflDing 1/1= -E,rdlfEy(d)]-I, equation (10) can be
rearranged to yield

Assuming A to be full rank.

10

(41)

(43)

U _ [Uxl uri. I _ dia'{"'l •...• au}. v_[vxx VXYJ
Vrx VTY

de( [EX]
E, -I~I~II···I ~dJ - Ey .

de'fE~ ]
Ex~ EXT - LE~ [ExiErl - E1\£·.

calculating the eigenvalues of ei>,,=X,t{-VxrVyy-J). IS
and estimating the signal parameters 9,,=f- l(ei>k)'

The basic idea behind ESPRIT is to exploit the rota
tional invariance of the underlying signal sUbspaces
induced by the translational invariance of the sensor
array as manifest in the following summary of the TLS 20
ESPIRT covariance algorithm.

TLS ESPRIT Covariance Algorithm Summary

1. Obtain an (unconstrained) estimate of Rzz. denoted
rtzz. from the measurements Z. 25

2. <;ampute the generalized eigen-decomposition of
{Rzz.l:~}

Therefore, the eigenvalues of tJJ must be equal to the
diagonal elements of <Zl and the eigenvectors of 1/1 equal
T. This is the key relationship in the development of
TLS ESPRIT.

When the covariance matm is estimated from mea
surements Z. span{Ez} is an estimate ofSz. This implies

30 with probability one tbat span{EX}¢Span{Ey}. and the
right-hand side of equation 10 is replaced by a matm of
errors whose Frobenius norm (i.e.• total least-squared
error) is to be minimized. Appending a nontriviality
constraint E(d)·E(d)= I to eliminate the zero solution

(42) 35 and applying standard Lagrange techniques (d.• [1]),
E(d) is given by the eigenvectors corresponding to the d
smallest eigenvalues of Exr-Exy. The eigenvalues of iii
calculated from the estimated E(d) are estimates of the

5. Compute the eigendecomposition (AI> ... > ),,2d). of diagonal elements of ell.
40 Note that repeated roots in the set of d smallest G Es

pose no problem here. A set of d onhonormal vectors IS

guaranteed since Exr-Exy is a Hermitian positive
(semi-)definite matm. Funhermore. eigenvectors are
not required. Schur vectors can be used instead. which

45 is advantageous since algorithms for obtaining Schur
vectors exhibit greater numerical stability than those for
obtaining eigenvectors.

3. If necessary, estimate the number of sources d.
4. Obtain the signal subspace estimate Sz= span{Ez}

and decompose it into two subspaces where

and panition E into dXd submatrices.

(~) 60

7. Estimate the signal parameters using 8,,=f- 1(4),,).
For DOA estimation.

50
Total Least-Squares (TLS) GSVD ESPRIT

In many instances. it is preferable to avoid using co
variance matrices. and instead to operate directly on the
data. Benefits accrue from the resulting reduction In

matrix condition numbers. This approach leads to a
55 generalized singular value decomposition (GSVD) of

data matrices. The GSVD version of ESPRIT IS ob·
tained by SImply replacing all the eigendecompositlons
with the GSVDs except for the final eigendecomposi'
tion of 1/1.

A brief summary of the TLS ESPRIT GSVD algo
rithm is presented below:

Comparison with the covariance matrices indicates
that the GSVD version of ESPRIT is obtained by sIm
ply replacing eigendecompositions with the associated

65 GSVDs. Though the GSVD algorithm is described for
the TLS approach. the same philosophy can be used to
obtain a GSVD version of the standard ESPRIT co
variance algonthm.

(+4)

(4$)

6. Calculate the eigenvalues of ~ = - E12Eu- 1

The algorithm is based on the following results for
the case in which the covariance of the measurements
Rzz=ASA.· +O"2l:~ is assumed known. From the prop
erties of the generalized eigendecomposition {I]. and
assuming d~m/2. the m-d smaJlest generalized eigen
values (GEs) are equal to 0"2 and the d generalized
eigenvectors (GEVs) corresponding to the d largest



(53)

22
estimated, a manifestly rank d estimate
Czz= Ez(Az{dl-u-2LtJEze can be used, where
Az{dl=diag{Ab ... •Ad} and Ai is a generaliz~ eigen
value of CRzz,1:n). Combining this with Ez= AT gives

If a gain pattern for one of the elements is known,
specifically if the gain gl(lh) is known for all (he assocI

10 ated with sources whose power is to be estimated, then
source power estimation is possible since the array man
ifold vectors can now be obtained with proper scaling.

What is claimed is:
1. A method of detecting multiple signal sources and

15 estimating parameters thereof comprising the followmg
steps:

(a) providing an array of at least one group of a plu-
rality of signal sensor pairs, the sensors in each p3.lr
being identical and the displacement between sen
sors of each pair in a group being equal. thereby
defining two subarrays (X and Y),

(b) obtaining signal measurements with the sensor
array so configured.

(c) processing said signal measurements from said
two subarrays (X and Y) to identify the number of
sources and estimate parameters thereof. including
identifying eigenvalues from which source number
and parameter estimates are based,

(d) solving the signal copy problem and determming
array response (direction) vectors using the gener
alized eigenvectors. and

(e) estimating the array geometry from the said array
response vectors.

2. The method as defined in claim 1 and funher in
3S cludmg a varijltion to improve numerical charactensllcs

usmg generalized singular value decomposillons of data
marnces by:

(a) fornung data matnces X and Y from the data from
the subarrays,

(b) computing the generalized singular vectors of the
matfU pair (X. Y) ylelding X=Ux!,V- and
Y=Vx!xV -,

(c) then computing the eigenvalues of Ix-IU·Uy!,
and locating those which lie on or near the umt
Circle. the number of which corresponding to the
number of sources and the locations of which cor
responding to the parameter estimates.

3 The method as defined by claim 1 wherein said step
of identifying eigenvalues utilizes a total least-squares

5{) algonrhm.
4. The method as defmed by cl3.lm 3 wherein said step

of identifying eigenvalues includes •
obtainmg an estimate of Rzz. denoted Rzz, from the

measurements avaliable.
compullng the generalized eigen-decomposllion

20

45

(51) 30

(52)
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TLS ESPRIT SIGNAL COpy

([Exl-E!'l"{Exl-E!'l.II/I}

IEzE... - AlI- 1 = A·I

21
Fint. note that the generalized singular value decom

positioDS used in the algorithm can be avoided alto
gether. The GSVD performed to obtain Ez can be
replaced by a standard SVD by fmt performing a
Mahalanobis traasformation on the measurements, i.e., 5
Z+-1: - lZ. to whiten the noise. Furthermore, the sec
ond SVD can be eliminated altogether and replaced by
a generalized eigendecomposition of

which can, in turn, be reduced to a standard eigenprob
lem. However, since the matrix being decomposed is
m X2d. unless m> > 2d there is little to be gained by
preferring an eigendecomposition unless hardware or
other extraneous factors dictate the use of one over the
other. In any case, the approach is of same practical
interest since covariance formulation is avoided, thus
potentially improving numerical stability.

ARRAy CALIBRATION USING TLS ESPRIT

Using the TLS formulation of ESPRIT. the array
manifold vectors associated with each signal parameter
can be estimated directly to within an arbitrary scale
factor. No assumption concerning source covariance is 25
required. From equation (12), the eigenvectors of ware
given by E.. =T-l. This result can be used to obtain
estimates of the array manifold vectors;

which can be seen as follows. From equation (I:!). It
follows that the right eigenvectors of w equal T-l.
Combining this fact with Ez=AT and substituting in
(14) yIelds
W- = E.. -I[Ez*I,,-IEzJ- 'Ez*I,,-1 =[A-I.-IAJ-l
;\-I.-I. Since the optimal copy vector is clearly a
vector that is onhogonal to all but one of the vectors in
the columns of A, noting that w-A= I establishes the 55
desired result.

In many practical applications, not onJy are the signal
parameters of interest. but the signals as well. Estima
tion of the signals as a function of time from an esti
mated DCA is termed signal copy. The basic objective
is to estimate from the array output the signal from a
particular DCA while rejecting all others. A weight 40
matrix W (i.e., a linear estimator) whose it/i column is a
weIght vector that can be used to obtain an estimate of
the signal from the i'h estimated DCA and reject those
from the other DOAs is given by

TLS ESPRIT SOURCE CORRELATION
ESTIMATION

There are several approaches that can be used to 60
estimate the source correlations. The most straightfor
ward is to simply note that the optimal signal copy
matrix W removes the spatial correlation in the ob
served measurements (cf.. (14)). Thus,
W-CZZW = DSD- where S is the source correlation 65
(not covanance) matrix, Czz= Rzz- cr2I., and the
diagonal factor D accounts for arbitrary normalization
of the columns of W. r-;ote that when Rzz must be

obtainmg the signal subspace estimate Sz=span Ez
where

compullng the eigen-decomposllion
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each pair being identical and the displacement be
tween senson of each pair in a group being equal.
thereby defIning two subarrays (X and Y), and

signal processing means for processing said signals
from said two subarrays (X and Y) to id:ntify the
number ofsources and estimate parameters thereof.
wherein said signal processing mean"s

obtains an estimate of Rzz. denoted Rzz. from the
measurements available.

10 '-<Xlmputes the generalized eigen-decomposition

RuE - 1 .,.EA.

calculating the eigenvalues

~k-io.l!<-EI2E12-I). 'V.\:-l, ... ,J.
obtains the signal SUbspace estimate Sz=span Ez

IS where

estimates the signal parameters 9.\:=f- I(4).\:).
7. Apparatus as defUled by claim 6 wherein said signal

40 processing means
forms the matrix Z from the available measurements.
computes the GSVD of

der[E~J
Exy·En - Ey" [Ex JEri - EA.£·,

partitions E into d X d submatrices

computes the eigendecomposition

calculates the eigenvalues

4>k-io.l!< -EI2E12-I), 'v'.\:-1. ..• .J
35

obtaining the signal subspace estimate Sz=span
Ez where

S. A methodd of locating signal sources and estimat
ing source parameters· comprising the following steps:

(a) providing an array of at least one group of a plu- 20
rality of signal sensor pairs. the sensors in each pair
being identical and the displacement between sen
sors of each pair in a group being equal. thereby
defining two subarrays (X and Y).

(b) obtaining signal measurements with the sensor 2S
array so configured. and

(c) processing said signal measurements from said
two subarrays (X and Y) to identify the number of
sources and estimate parameters thereof. including
a generalized singular value decomposition of data 30
matrices comprising
forming the matrix Z from the available measure

ments.
computing the generalized singular value decom

position (GSVD) of

computing the singular value decomposition
(SVD) of

45

obtains the Signal subspace estimate Sz=R{Ez},

([Ex IEri 1.1) - l/2V·,

,au}, v_[vxx vxrJ
Vrx Vyy

so

computes the SVD of {[Ex IErlII/II}=U!V·,

calculating the eigenvalues of 55
U - [Ux/Uri. 1- d... fCT'. "' CTu}, v= [~xx vxrJ

II"X Vyy

and
estimating the signal parameters ek =f- I(4)k)' 60

6. For use in locating signal sources and estimating
source parameters. apparatus for measuring signals
from said sources comprising

an array of at least one group of a plurality of signal
sensor pairs for generating signals, the sensors in 65

calculates the eigenvalues of

and
estimates the signal parameters 8.\:=f- 1(4)k).

• • • • •
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The invention relates generally to the field of signal
processing for signal reception and parameter estima
tion. The invention has many applications such as fre
quency estimation and filtering, and array data process
ing. etc. For convenience. only applications of this in·
vention to sensor array processing are described herein.
The array processiDg problem addressed is that of signal
parameter and waveform estimatiOD utilizing data col
lected by an array of sensors. Unique to this invention is
that the sensor array geometry and individual sensor
ch.a.raderistics Deed Dot be known. Also. the invention
provides substantial advantages in computations and
norage over prior methods. However. the sensors must
ocau in pain such that the paired elements are identical
except for a displacement which is the same for all pairs.
These element pairs define two subarTays which are
identical except for a fixed known displacemenL The
signaJs must also have a particular struCture which in
direction-of-arrival estimatiOD applications manifests
itself in the requirement that the wavefronts impinging
on the sensor array be planar. Once the Dumber of sig
nals and their parameters are estimated, the array COD
figuration can be determined and the signaJs individu
ally extracted. The invention is applicable in the context
of array data processing to a Dumber of areas including
cellular mobile communications, space antennas. sano
buoys, towed arrays of acoustic sensors, and structural
analysis.
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